Chapter 5:  Probability

Section 5.1:  Probability Rules
Objectives:  Students will be able to:  


Understand the rules of probabilities

Compute and interpret probabilities using the empirical method


Compute and interpret probabilities using the classical method


Use simulation to obtain data based on probabilities


Understand subjective probabilities

Vocabulary:  

Probability – measure of the likelihood of a random phenomenon or chance behavior
Outcome – a specific value of an event

Experiment – any process with uncertain results that can be repeated

Sample space – collection of all possible outcomes

Event – is any collection of outcomes for a probability experiment

Probability model – lists the possible outcomes of a probability experiment and each outcome’s probability

Impossible – probability of the occurrence is equal to 0

Certainty – probability of the occurrence is equal to 1

Unusual Event – an event that has a low probability of occurring

Tree Diagram – a list of all possible outcomes

Subjective Probability – probability is obtained on the basis of personal judgment
Key Concepts:  

The Law of Large Numbers:  as the number of repetitions of a probability experiment increases, the proportion with which a certain outcome is observed get closer to the probability of the outcome.


Rules of Probability:  



1) The probability of any event E, P(E), must between 0 and 1         0≤ P(E) ≤ 1



2) The sum of all probabilities of all outcomes must equal 1              ∑ P(ei) = 1


3) An unusual event has a probability of 5% or less (not a rule but a convention)


Empirical Approach:  


The probability of an event is approximately the number of time event E is observed divided by the number of repetitions of the experiment








Frequency of E




P(E) ≈ relative frequency of E  =  ----------------------------------------- 








Number of trial of experiment


Classical Method:


If an experiment has n equally likely outcomes and if the number of ways that an event E can occur is m, then the probability of E, P(E), is




Number of ways that E can occur           m



P(E) = --------------------------------------------  =  --------




Number of possible outcomes                  n
Ex 1.  Using a six-sided dice, answer the following:

a) P(rolling a six)




b)  P(rolling an even number)

b) P(rolling 1 or 2)



d)  P(rolling an odd number)
Ex 2.  Identify the problems with each of the following

a)  P(A) = .35, P(B) = .40, and P(C) = .35

b)  P(E) = .20, P(F) = .50, P(G) = .25

c)  P(A) = 1.2, P(B) = .20, and P(C) = .15

d)  P(A) = .25, P(B) = -.20, and P(C) = .95
Homework:  pg : 261-265; 9, 11, 12, 15, 18, 25, 26, 32, 34

Section 5.2:  Addition Rule and Complements
Objectives:  Students will be able to:  


Use the Addition Rule for disjoint events

Use the General Addition Rule


Compute the probability of an event using the Complement Rule

Vocabulary:  

Disjoint – mutually exclusive events; two events are disjoint if they have no outcomes in common
Benford’s Law – assigned probabilities to the digits (1-9) occurring first in a number

Contingency table – relates two categories of data (one in the rows and the other between two columns)

Complement of an event – all possible outcomes not in that event

Key Concepts:


Addition Rule for Disjoint Events:


If E and F are disjoint (mutually exclusive) events, then P(E or F) = P(E) + P(F)


General Addition Rule:



For any two events E and F,          P(E or F) = P(E) + P(F) – P(E and F)


Complement Rule:



If E represents any event and Ec represents the complement of E, then P(Ec) = 1 – P (E)
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Probability for Disjoint Events
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Ex 1.  
A card is chosen at random from a normal deck. What is the probability of choosing?


a) a king or a queen



b) a king and a queen


c) a king and red card


d) a king or red card


d) a face card and a heart


e) a face card or a heart

Ex 2. 
Fifty animals are to be used in a stress study: 4 male and 6 female dogs, 9 male and 7 female cats, 5 male and 8 female monkeys, 6 male and 5 female rats. Find the probability of choosing:


a) a dog or a cat





b) a cat or a female


c) a male






d) a monkeys or a male


e) an animal other than a female monkey


f) a female or a rat


g) a female and a cat





h) a dog and a cat

Ex 3.
Customers at a certain department store pay for purchases either with cash or 
one of four types of credit cards.  See table below.


Mode of payment :   Cash
Store card
MC
 V
AE

Probability
     .
30
    .25
.
18
.15
.12

a) Let N be the event that the next purchase is made with a national credit card. What is P(N)?


b)  Let S be the event that the purchase is with the store card. What is P( not S)?
Ex 4.
A pollster surveys 100 subjects consisting of 40 Democrats (of which half are female) and 60 Republicans (half are female). What is the probability of randomly selecting one of these subjects of getting:


a) a Democrat



b) a female


c) a Dem and a female


d) a Republican male


e) a Dem or a male



e) a Rep or a female

Ex 5.
Suppose that 60% of all customers of a large insurance agency have automobile policies with the agency, 40% have homeowners policies and 25% have both. If a customer is selected at random, what is the probability that the customer has:


a) has both policies



b) has only a homeowners policy


c) has only an auto policy


d) has no policy at all

Homework:  pg 274-277:  5, 8, 9, 14, 17, 20, 27, 30, 36, 40, 41
Section 5.3:  Independence and the Multiplication Rule
Objectives:  Students will be able to:  


Understand independence

Use the Multiplication Rule for independent events


Compute at-least probabilities

Vocabulary:  

Independent – two events are independent if the occurrence of E does not affect the probability of event F
Dependent – two events are dependent if the occurrence of E affects the probability of event F

Key Concepts:


Disjoint events are not necessarily independent

Multiplication Rule for Independent Events:



If E and F are independent events, then P(E and F) = P(E) ∙ P(F)


Multiplication Rule for n Independent Events:



If events E, F, G, ….. are independent, then



P(E and F and G and …..) = P(E) ∙ P(F) ∙ P(G) ∙ ……


At least Probabilities: (example)


P(at least one) = 1 – P(complement of “at least one”)




          = 1 – P(none)

Ex 1.
There are two traffic lights on the route used by Pikup Andropov to go from home to work. Let E denote the event that Pikup must stop at the first light and F in a similar manner for the second light. Suppose that P(E) = .4 and P(F) = .3 and P(E and F) = .15.  What is the probability that he:


a)  must stop for at least one light?
b)  doesn't stop at either light?


c)  must stop at exactly one light?
d)  must stop just at the first light?
Ex 2.  A large lending institution gives both adjustable and fixed rate mortgages on residential property. It breaks residential property into three categories: single-family, condo, and multi-family. The accompanying table, sometimes called a joint probability table displays the probabilities for the problem:

	
	Single-family
	Condo
	Multi-family

	Adjustable
	.40
	.21
	.09

	Fixed
	.10
	.09
	.11



a) What is the probability of having a fixed rate mortgage?


b) What is the probability of having an adjustable mortgage and owning a condo?


c) What is the probability of having a fixed mortgage or owning a single-family home?

Homework:  pg 282 - 283:  11, 12, 17, 19, 23
Section 5.4:  Conditional Probability and the General Multiplication Rule
Objectives:  Students will be able to:  


Compute conditional probabilities

Compute probabilities using the General Multiplication Rule

Vocabulary:  

Conditional Probability – probability that an event F occurs, given that event E has occurred.  P(E|F) 
Key Concepts:


Conditional Probability Rule:


If E and F are any two events, then





  P(E and F)           N(E and F)



P(F|E) = -----------------  =  ----------------          N is the number of outcomes




       P(E)                       N(E)


General Multiplication Rule:



The probability that two events E and F both occur is  P(E and F) = P(E) ∙ P(E|F)


Independence in terms of conditional probability:



Two events E and F are independent if P(E|F) = P(F)

Ex 1.
A construction firm has bid on two different contracts. Let B1 be the event that the first bid is successful and B2, that the second bid is successful.  Suppose that P(B1) = .4, P(B2) = .6 and that the bids are independent.  What is the probability that:


a)  both bids are successful?


b)  neither bid is successful?


c)   is successful in at least one of the bids?

Ex 2.
Given that P(A) = .3 , P(B) = .6, and P(B|A) = .4 find:


a)  P(A and B)


b)  P(A or B)


c) P(A|B)

Ex 3. Given P(A | B) = .55 and P(A or B) = .64 and P(B) = .3. Find P(A).

Ex 4.  If 60% of a department store’s customers are female and 75% of the female customers have a store charge card, what is the probability that a customer selected at random is female and had a store charge card?

Homework:  pg 289 - 292:  3, 5, 7, 9, 12, 19, 27, 31, 32
Section 5.5:  Counting Techniques
Objectives:  Students will be able to:  


Solve counting problems using the Multiplication Rule

Solve counting problems using permutations


Solve counting problems using combinations


Solve counting problems involving permutations with nondistinct items


Compute probabilities involving permutations and combinations

Vocabulary:  

Factorial – n! is defined to be n! = n∙(n-1)∙(n-2)∙(n-3)….. (3)∙(2)∙(1)
Permutation – is an ordered arrangement in which r objects are chosen from n distinct (different) objects and repetition is not allowed.  The symbol nPr represents the number of permutations of r objects selected from n objects.
Combination – is a collection, without regard to order, of n distinct objects without repetition.  The symbol nCr represents the number of combinations of n objects taken r at a time..

Key Concepts:


Multiplication Rule of Counting:


If a task consists of a sequence of choices in which there are p selections for the first item, q selections for the second item, and r choices for the third item, and so on, then the task of making these selections can be done in 



p ∙ q ∙ r ∙ ….. different ways


Number of Permutations of n Distinct Objects taken r at a time:



N objects are distinct



Once used an object cannot be repeated



Order is important




              n!




nPr = -----------



           (n – r)!

Number of Permutations of n Distinct Items taken r at a time with replacement:



N objects are distinct



Once used an object can be repeated (replacement)



Order is important




P = nr

Number of Combinations of n Distinct Objects taken r at a time:



N objects are distinct



Once used an object cannot be repeated



Order is not important




              n!




nCr = -----------



          r!(n – r)!


Number of Permutations with Nondistinct Items:


N objects are not distinct



K different groups




              n!




P = -------------------                     where n = n1 + n2 + … + nk



        n1!∙n2!∙ ….∙nk!

Ex 1.
If there are 3 different colors of paint (red, blue, green) that can be used to paint 2 different types of toy cars (race car, police car), then how many different toys can there be?

Ex 2.  
In a horse racing “Trifecta”, a gambler must pick which horse comes in first, which second, and which third.  If there are 8 horses in the race, and every order of finish is equally likely, what is the chance that any ticket is a winning ticket?
Ex 3.  
Suppose a computer requires 8 characters for a password.  The first character must be a letter, but the remaining seven characters can be either a letter or a digit (0 thru 9).  The password is not case-sensitive.  How many passwords are possible on this computer? 
Ex 4.
If there are 8 researchers and 3 of them are to be chosen to go to a meeting, how many different groupings can be chosen?
Ex 5.  How many different vertical arrangements are there of 9 flags if 4 are white, 3 are blue and 2 are red? 

Homework:  pg 304-306:  5, 7, 9, 12, 13, 16, 20, 21, 40, 42, 64
Section 5.6:  Bayes’s Rule (on CD)

Objectives:  Students will be able to:  


Use the Rule of Total Probability

Use Bayes’s Rule to Compute Probabilities
Vocabulary:  

Boolean “or” symbol – union, U
Boolean “and” symbol – intersection, ∩
Partitioned – a sample space is partitioned into n subsets, if the subsets are pairwise disjoint, subsets cover the entire space, and no subset is empty.

a priori probabilities – probabilities of events prior to any knowledge regarding the event

posteriori probabilities – probabilities computed after some knowledge regarding the event

Key Concepts:


Addition Rule for Disjoint Events



If E and F are disjoint (mutually exclusive) events, then




P(E U F) = P(E) + P(F)



In general, if E, F,G, are disjoint (mutually exclusive) events, then




P(E U F U G U …) = P(E) + P(F) + P(G) + …..

General Multiplication Rule



The probability that two events E and F both occur is  



P(E ∩ F) = P(E) ∙ P(E|F)


Rule of Total Probability


Let E be an event that is a subset of a sample space S.  Let A1, A2, …, An be a partition of the sample space S.  Then




P(E) = P(A1) P(E|A1) + P(A2) P(E|A2) + … + P(An) P(E|An)


Bayes’s Rule



Let A1, A2, …, An be a partition of the sample space S.  Then, for any event E for which P(E) > 0, the probability of event Ai for i = 1, 2, …, n, given the event E, is





   P(Ai) P(E|Ai)




P(Ai|E) = ------------------





           P(E)





                            P(Ai) P(E|Ai)




P(Ai|E) = ----------------------------------------------------------------





   P(A1) P(E|A1) + P(A2) P(E|A2) + … + P(An) P(E|An)
Homework:  CD pg 9:  7-9, 13-16
Chapter 5:  Review
Objectives:  Students will be able to:  


Summarize the chapter


Define the vocabulary used


Complete all objectives


Successfully answer any of the review exercises


Use Probability Rules to determine probability of Events
Vocabulary:  None new

Homework:  pg 308 - 311: 3, 6, 7, 13, 14, 20, 39
_1221833734.ppt
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